
Speaker: Ziming Liu (刘⼦鸣), MIT, June 2023

What does a good ML 
theory look like? 

— A physicist’s perspective



Personal website: https://kindxiaoming.github.io/



Overview

• Theory in general


• Classical ML theories


• PAC learning


• Statistical Physics


• What I think is good ML theory: A physics-like ML theory?



Theory in general



What is theory?



Why theory?

Past Observations Theory Predicting new observations

Information compression 
Easy to store and communicate

(human brains are limited)

10000000 bits 100 bits 10000000 bits

Information gain 
Predicting future worlds is essential to survival



Side: Why is theory possible?

* Anthropic principle
* Unreasonable effective of mathematics

I don’t want to sound philosophical here, but my take is that: 

We should not take the existence of (good) theories for granted!



What is a good theory?

A new theory predicts an event E to be very likely , 
but old theories think that E is very unlikely .

pnew ≈ 1
pold ≪ 1 Information gain (surprisal): log(pnew/pold)

E happens!

Also information compression (8 mesons unified by 1 group)



What is a good theory?

Past Experiments Theory Predicting new experiments

Large information compression 

10000000 bits 100 bits 10000000 bits

Large information gain



Are classical ML theories good?

Past Experiments Theory Predicting new experiments

Large information compression 

10000000 bits 100 bits 10000000 bits

Large information gain



Why is ML theory hard?
It’s hard to get a theory for any type of complex system!


ML systems are of course complex systems!



Classical ML theories 
Statistics (PAC), Physics (stat mech)



Probably Approximately Correct (PAC) Learning



Statistical Mechanics
Correspond to ensemble 


average in stat mech



Example: axis-aligned rectangle



Example (PAC)

error
number 


of

sample

error

probability

Care about worst case



Example (Stat Mech)

R ∼ 1/m

Care about global/typical/average behaviour

Assume: uniform distribution

error number 

of


sample



PAC vs statistical physic: different



PAC vs statistical physic: same

Both PAC and Stat mech assume to know: 

(1) hypothesis set.

(2) ground truth hypothesis.

(3) how to select a hypothesis.



Limitation of PAC/Stat Mech Learning

Both PAC and Stat mech learning assume to know: 


(1) hypothesis set. In deep learning, depending on neural architectures.


(2) ground truth hypothesis. However, in deep learning, data/algorithm structures are unclear.


(3) how to select a hypothesis. However, in deep learning, inductive biases are unclear.



Prof. Yang Yuan’s view https://zhuanlan.zhihu.com/p/634193692

In the past ten years, ML theory did not bring any help to AI development. 

It is simply a self-entertaining toy of ML theorists.



Prof. Yang Yuan’s view https://zhuanlan.zhihu.com/p/634193692

(⼯程式理论)
(理论式⼯程)

To understand a concept or an algorithm, ML theorists have made

goals that are hard to reach. Due to limits of available tools, they  
had to add all sorts of assumptions to reach the goals in the sky.

As a result, many conclusions make no sense, and are not embraced 
by ML researchers outside theory.

Engineering-like theory
Theory-like engineering

Theory-like engineering does not have a pre-set goal. It won’t add

in unrealistic assumptions just to reach certain goal. Rather, it cares more 
about reality of the objects at study, documenting everything with a normal  
heart. Most of pure math research are along this way.



Physics-like ML theory



A physics-like theory, 铺路式理论
Note: 

When I say “physics-like”, 

I don’t necessarily mean technical tools in physics research or physical phenomenon, 

but rather a mindset that physicists adopt to approach our physical reality.

Physicists’ mindset:

(0) put an emphasis on reality (build theories driven by experiments/observations)

(1) identify useful/relevant degrees of freedom (while ignoring other details)

(2) view the world dynamically 

(3) appreciate mental pictures more than mathematical rigour




Questions for physics-like ML theory

Q1: What is reality in ML?

Q2: How do we approach the reality?



Q1: What is reality in ML?

* Double descent

* Grokking

* Neural Scaling Laws

* Emergent abilities

* Edge of Stability

* Optimizer inductive biases 

* Neural collapse

* Information bottleneck

* Effective energy descent

* Modularity

* Loss spike

* Condensation

* Linear separability

* Architectures

* Optimisation

* Regularisation

* Task & Data



Q2: How do we approach reality?

Physicists:

(0) put an emphasis on reality (build theories driven by experiments/observations)

(1) identify useful/relevant degrees of freedom (while ignoring other details)

(2) view the world dynamically 

(3) appreciate mental pictures more than mathematical rigour




Example: Grokking

“Grokking: Generalization Beyond Overfitting on Small Algorithmic Datasets” by Power et al. 

 https://mathai-iclr.github.io/papers/papers/MATHAI_29_paper.pdf

https://mathai-iclr.github.io/papers/papers/MATHAI_29_paper.pdf


Example: Grokking

From Figure 1 of "Grokking: Generalization beyond 
overfitting on small algorithmic datasets." by Power et al.

a ∘ b = c



Example: Grokking

Split the table into 
train & val datasets

From Figure 1 of "Grokking: Generalization beyond 
overfitting on small algorithmic datasets." by Power et al.



Example: Grokking

a + b mod p = c
Task: learn a binary operation }Decoder-only 

Transformer 
or MLP

a b

Logits for a, b, c, …

 ←Trainable Embeddings



Strategy 1: identify relevant variables

“Omnigrok: Grokking Beyond Algorithmic Data” Liu et al.



Strategy 2: view the world dynamically

AB
distance d
velocity v

The time to travel from city A to city B is t =
d
v

∝ v−1

AB
distance Δw

weight decay γ

The time to travel from model A to model B is t =
Δlogw

γ
∝ γ−1

Model B: generalisation circuit,

small weight norm

Model A: memorization circuit,

large weight norm

weight norm



Strategy 2: view the world dynamically



Strategy 3: Forming mental pictures



A physics-like theory, 铺路式理论
Note: 

When I say “physics-like”, 

I don’t necessarily mean technical tools in physics research or physical phenomenon, 

but they are also useful!

Technical tools and/or physical concepts

(1) Phase transition. NN behaviour depending on control parameters.

(2) Renormalization: how to do coarse graining. NN macroscopic behaviour  

emergent from microscopic variables.

(3) NN training as dynamical systems. Fast-slow dynamics, adiabatic approximation.

(4) NN as a bulk of matter/complex systems: response function, hysteresis etc.

(5) Modularity. Decompose a large system into a few weakly-coupled systems.

(6) Mean field theory and quasi-particles.




Summary: Core questions for AI theory researchers

Q1: What is reality in AI?
Q2: How do we approach the reality?
(Q3: And build something useful?)


