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How can human scientists survive, 
in the time of AI?

Disclaimer:  
This talk may contain highly speculative opinions, please use at your own discretion. Opinions are my own.



Overview

AI

Humanity

Myself

- AI Capabilities and Limitations
- When are AI capable/incapable?

- Camps and survival strategies

- My own survival strategies (my research)



AI Capabilities and Limitations



GPT-4

arXiv: 2303.08774 arXiv: 2303.12712
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GPT-4
Write poems Write LaTeX codes for plotting



GPT-4

Write python codes for plotting 
Do simple math problems

Solve LeetCode problems



GPT-4 Compose music Explain jokes



GPT-4 mathematical abilities



GPT-4 mathematical abilities

GPT-4 uses a correct approach (integration by parts), 

but produces a wrong final answer due to a calculation error



GPT-4 mathematical abilities

Solving it requires a more creative approach, 
as there is no clear strategy for beginning the 
proof. For example, the decision to split the 
argument into two cases (g(x) > x^2 and g(x) < 
x^2 ) is not an obvious one, nor is the choice of 
y ∗ (its reason only becomes clear later on in 
the argument). Furthermore, the solution 
demands knowledge of calculus at the 
undergraduate level. Nevertheless, GPT-4 
manages to produce a correct proof.



GPT-4 mathematical abilities

GPT-4 demonstrates understanding of the concepts from graph theory 
and algorithms. It is able to reason about an abstract graph 
construction, which relates to a constraint satisfaction problem, and 
deduce correct conclusions about the SAT problem (to the best of our 
knowledge, this construction does not appear in the mathematical 
literature). The conversation reflects profound understanding of the 
undergraduate-level mathematical concepts discussed, as well as a 
significant extent of creativity. Although GPT-4 makes a mistake in one 
instance (writing 2n−1 rather than 2n/2 ), the subsequent conversation 
demonstrates that this error does not reflect a lack of understanding. 
Rather, GPT-4 seems to have made an error in a manner similar to a 
human typo, as it later provides the correct generalization of the 
formula.



Where it could go wrong



When/Why are AI capable/incapable?



How do NN learn math (Grokking)

a ∘ b = c a b

Logits for a, b, c, …

 Trainable 
Embeddings

Train a neural network to learn binary operations Phase transition behavior

Grokking: Generalisation beyond overfitting 

on small algorithmic datasets


2201.02177



Emergent abilities (EA)

Emergent Abilities of Large Language Models

arXiv: 2206.07682



Neural Scaling Laws (NSL)

Scaling Laws for Neural Language Models, arXiv: 2001.08361



How EA leads to NSL
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Knowledge quanta sequence

Small model

Middle model

Large model

The quantisation model of neural scaling, arXiv: 2303.13506

circle size = importance = frequency



When are AI capable?
Enough data Enough model size, enough compute

Grokking: Generalisation beyond overfitting 

on small algorithmic datasets


arXiv: 2201.02177

Emergent Abilities of Large Language Models
arXiv: 2206.07682

Pattern frequent enough

The quantisation model of neural scaling
arXiv: 2303.13506



Good news for human scientists
Enough data Enough model size, enough compute

Pattern frequent enough

There are research areas which do not have much data,

where model-driven is better than data-driven.

A problem may be too complicated for a blackbox AI to solve,

but it may present simple structures humans can identify. 

Arguably, the job of scientists is to forget about “common sense”,

 in search of “outliers”.


Science = Exploring “rare” events

Precision vs Fuzziness

Human languages are fuzzy,

but math/physics are precise.


The way human beings formulate ideas is fuzzy. 



Humanity: Camps and survival strategies



Human scientists’ attitudes towards AI
• The Survivors（幸存派）：admit AI has limitations, but reject AI. Humans can work in areas where 

AI has limitations.


• The Collaborators (合作派)：admit AI has limitations, and accept AI. Only collaboration between AI 
and humans can lead to faster scientific development.


• The Redemptionists (拯救派)：admit AI has limitations, and improve AI. Use scientific tools to 
develop better AI.


• The Self-rescuers (⾃救派)：concern about AI safety. Humans need to focus on AI safety so that we 
can better understand and finally control AI.


• The worshipers (崇拜派)：AI is omnipotent, and embrace AI. Humans needn’t and cannot 
understand AI. Just take advantage of AI power.


• The Adventists (降临派)：AI is omnipotent, embrace AI and become AI. Align human values to AI, 
not the other way around.

Disclaimer: Opinions are my own, which could be highly speculative.  
Some of these beliefs are quite extreme. Most people lie on the continuous spectrum rather than extreme points. 



Survival strategies
• The Survivors（幸存派）：admit AI has limitations, but reject AI. Humans can work in areas where AI has 

limitations. Do research areas that AI cannot solve.


• The Collaborators (合作派)：admit AI has limitations, and accept AI. Only collaboration between AI and 
humans can lead to faster scientific development. Find research areas that neither AI nor human can solve.


• The Redemptionists (拯救派)：admit AI has limitations, and improve AI. Use scientific tools to develop 
better AI.


• The Self-rescuers (⾃救派)：concern about AI safety. Humans need to focus on AI safety so that we can 
better understand and finally control AI. Research on AI interpretability.


• The worshipers (崇拜派)：AI is omnipotent, and embrace AI. Humans needn’t and cannot understand AI. 
Just take advantage of AI power.


• The Adventists (降临派)：AI is omnipotent, embrace AI and become AI. Align human values to AI, not the 
other way around. I don’t know…

Note: Some of these beliefs are quite extreme. Most people lie on the continuous spectrum rather than extreme points. 



My Attitudes and Quest
• Collaborate, Rescue and self-rescue


• Collaborate with AI to speed up scientific discoveries


• Example: Discovery of conserved quantities


• Rescue (improve) AI by leveraging tools developed in science


• Example: Physics-inspired generative models


• Self-Rescue by research on AI interpretability/understanding


• Example: Phase transitions, quantisation and modularity in neural networks



My quest - Collaborate：

Discovery of Conserved Quantities



AI Poincare (discovering conserved quantities)

2.0 3.0
Phys. Rev. E 106, 045307
 arXiv:2305.19525

1.0
Phys. Rev. Lett. 126, 180604


Data: trajectory

Assumption: No

Data: differential equations

Assumption: No

Data: differential equations

Assumption: basis functions



AI Poincare: less is more

1.0 2.0 3.0
Phys. Rev. Lett. 126, 180604
 Phys. Rev. E 106, 045307


1.0: A challenging setup 2.0: A simpler setup 3.0: An even simpler setup

Cannot discover unknown

conserved quantities

Cannot discover unknown

conserved quantities

Discover unknown 
conserved quantities!!!

Not interpretable Reasonably interpretable Extremely interpretable 

arXiv:2305.19525

Data: trajectory

Assumption: No

Data: differential equations

Assumption: No

Data: differential equations

Assumption: basis functions



AI Poincare 3.0 is not trivial!

Question: How many conserved quantities 

do the differential equations have? 

Human 
 AI Poincare 3.0

(Two months’ hard work)

I found 12!

(< 1 minute) 

I found 14!

Constraints

Differential equations



My quest - Rescue:

Physics-inspired generative models



Generative models from physical processes

Electrostatics Any smooth physical process

arXiv: 2304.02637

Diffusion

Diffusion model

(Not my work)

Poisson Flow GenPhys

arXiv: 1503.03585 arXiv: 2209.11178 (NeurIPS 2022)
Poisson Flow Generative Models From Physical Processes to Generative Models



Poisson Flow

Generative modeling Physics

data point/sample electric charge

data distribution charge distribution

flow electric field/flux

bijective map electric lines



Electrostatics
∇2φ = − ρ(x), ∇2 ≡

N

∑
i=1

∂2
iPoisson Equation

∇2G(x, x′￼) = − δ(x − x′￼) ⟹ G(x, x′￼) ∼ r−(N−2), r ≡ | |x − x′￼| |Green function

φ(x) = ∫ G(x, x′￼)ρ(x′￼)dx′￼ E(x) = − ∇φ(x) ∼ ∫
x − x′￼

| |x − x′￼| |N ρ(x′￼)dx′￼

N = 3 ⟹ φ(r) ∼
1
r

, E(r) ∼
1
r2

Electric field

Poisson fieldN ≥ 3 ⟹ φ(r) ∼
1

rN−2
, E(r) ∼

1
rN−1

generalize



Poisson Flow: a New Flow Inspired by Electrostatics

• Interpret -dim data distribution as charge density
• Placing the charges on the  hyperplane in an -dim space augmented with 

dimension 
• Electric Field Lines define a bijection between data distribution and a uniform 

distribution on the large hemisphere

𝑁
𝒛 = 𝟎 𝑁 + 1

𝒛



Generation
1. Uniformly sampling an initial sample (  ) on the hemisphere.



Generation
1. Uniformly sampling an initial sample (  ) on the hemisphere.
2. Evolving the sample by following the corresponding electric field line.



Generation
1. Uniformly sampling an initial sample (  ) on the hemisphere.
2. Evolving the sample by following the corresponding electric field line.



Generation
1. Uniformly sampling an initial sample (  ) on the hemisphere.
2. Evolving the sample by following the corresponding electric field line.



Generation
1. Uniformly sampling an initial sample (  ) on the hemisphere.
2. Evolving the sample by following the corresponding electric field line.
3. Stopping the process when .𝑧 = 0



Q: Relation between Diffusion Models and
Poisson Flows?



PFGM++ framework

accuracy

Xu, Liu, Tong, Tian, Tegmark, and Jaakkola. PFGM++: Unlocking the Potential of Physics-Inspired Generative Models, arXiv: 2302.04265



Q: Is there a universal converter from physics 
to generative models?
A: Yes, but…

Yes: A concrete protocol that converts physics to generative models 
but: the converted generative models may not have desirable properties 

arXiv: 2304.02637
GenPhys: From Physical Processes to Generative Models



Converter: partial differential equations (PDEs)
A physical process is described by a PDE 

A generative model is associated with a density flow (which is also a PDE) 

Physicists already know how to solve it, … …, if they are equivalent, …

…, then we know how to solve this one, too. By “solve”, we mean a design of (p, v, R). 

arXiv: 2304.02637
GenPhys: From Physical Processes to Generative Models



Examples



My quest - Self-Rescue: 
AI interpretability

(Phase transitions, quantisation, modularity)



Physics of AI
Grokking 


(phase transitions) Quantization Locality/Modularity

arXiv: 2205.10343 (NeurIPS 2022)
arXiv: 2303.13506

arXiv: 2210.01117 (ICLR 2023)
Omnigrok: Grokking Beyond Algorithmic data

Towards understanding grokking:

An effective theory of representation learning

A Quantization Model of Neural Scaling “Seeing is Believing: Brain-Inspired Modular 

Training for Mechanistic Interpretability”


https://arxiv.org/abs/2305.08746

https://arxiv.org/abs/2305.08746


45

Learning addition

}MLP “Decoder”

a b

Predict 8

 ←Trainable Embeddings

+

{
{
{

Representation

Operation

Fit the result

Addition dataset

3 5

arXiv: 2205.10343 (NeurIPS 2022)

Towards understanding grokking:

An effective theory of representation learning
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The dynamics of representation

ML Physics

arXiv: 2205.10343 (NeurIPS 2022)

Towards understanding grokking:

An effective theory of representation learning
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Compare theory and experiment
arXiv: 2205.10343 (NeurIPS 2022)

Towards understanding grokking:

An effective theory of representation learning



Grokking

Macroscopic

Microscopic

Phase diagrams of learning

An adiabatic theory of learning dynamics

arXiv: 2205.10343 (NeurIPS 2022)

Towards understanding grokking:

An effective theory of 
representation learning

arXiv: 2210.01117 (ICLR 2023)

Omnigrok: Grokking Beyond 
Algorithmic data



Quantization of neural networks

1

2
3

4
5 6

Knowledge quanta sequence

Small model

Middle model

Large model

The quantisation model of neural scaling, arXiv: 2303.13506



Quantization of neural networks
arXiv: 2303.13506

A Quantization Model of Neural Scaling



Quantization of neural networks
arXiv: 2303.13506

A Quantization Model of Neural Scaling
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Neural networks vs brains

???

Neural networks Brains
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Modular brains have survival advantages, but modular NNs don’t 
When humans deal with a specific task …

Modular brains Non-Modular brains

Relevant neurons are local
Shorter neuron connections

React faster
More likely to survive

Relevant neurons are non-local
Longer neuron connections

React slower
Less likely to survive
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Q: Do modular neural networks have “survival advantages”?

A: No! Because there is no (explicit) incentive for artificial neural 
networks to become modular if it only cares about prediction.

Q: What training techniques can induce modularity in otherwise non-
modular networks?

A: Need to introduce “locality” and limit resources (hunger)! 

Liu, Gan & Tegmark “Seeing is Believing: Brain-Inspired 
Modular Training for Mechanistic Interpretability”
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Brain-inspired modular training (BIMT)

Liu, Gan & Tegmark “Seeing is Believing: Brain-Inspired 
Modular Training for Mechanistic Interpretability”


https://arxiv.org/abs/2305.08746

https://arxiv.org/abs/2305.08746
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Modular addition blue/red stands for positive/negative weights
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Symbolic formulas 

(a) independence (b) feature sharing (c) compositionality

I = (x1 − x2)2 + (x3 − x4)2



Locality/Modularity



Human scientists can survive in the time of AI
• The Survivors（幸存派）：admit AI has limitations, but reject AI. Humans can work in areas where AI has 

limitations. Do research areas that AI cannot solve.


• The Collaborators (合作派)：admit AI has limitations, and accept AI. Only collaboration between AI and 
humans can lead to faster scientific development. Find research topics that neither AI nor human can solve.


• The Redemptionists (拯救派)：admit AI has limitations, and improve AI. Use scientific tools to develop 
better AI.


• The Self-rescuers (⾃救派)：concern about AI safety. Humans need to focus on AI safety so that we can 
better understand and finally control AI. Research on AI interpretability.


• The worshipers (崇拜派)：AI is omnipotent, and embrace AI. Humans needn’t and cannot understand AI. 
Just take advantage of AI power.


• The Adventists (降临派)：AI is omnipotent, embrace AI and become AI. Align human values to AI, not the 
other way around. I don’t know…

Note: Some of these beliefs are quite extreme. Most people lie on the continuous spectrum rather than extreme points. 


